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Thus our results prove that C4 photosynthesis exists in a terres-
trial plant without the dual-cell Kranz anatomy system. C4 photo-
synthesis is accomplished within a single cell by novel cytological
features that allow spatial separation of the biochemical events
necessary for operation of the C4 mechanism. Until now, the
separation of functions in terrestrial C4 plants has been associated
only with Kranz-type leaf anatomy. B. aralocaspica has evolved a
unique solution for the requirement of spatial separation of these
biochemical functions within a single cell. PPDK is positioned at the
distal part of the cell, where it can generate PEP, the substrate for
PEP carboxylase. PEP carboxylase ®xes atmospheric CO2 supplied
to the cell through the adjoining intercellular air spaces. NAD-ME
and Rubisco are compartmentalized to the interior of the cells,
where CO2 can be donated from C4 acids to the C3 pathway. The C4-
type d13C values and lack of inhibition of photosynthesis by O2

demonstrate that CO2 can be concentrated suf®ciently around
Rubisco through this specialized compartmentation to minimize
photorespiration. The physical requirements for C4 photosynthesis
may be met by the existence of a suf®ciently high diffusive resistance
in the aqueous phase between sites of CO2 donation to Rubisco in
the proximal ends of the cells and sites of ®xation of atmospheric
CO2 by PEP carboxylase at the distal ends.

Our results are relevant to the discussion of evolution of C4

photosynthesis in plants, because the ®rst land plants were C3

species2,4. C4 species are an important component of global ecosys-
tems and there is interest in their evolution and the consequences to
evolution of mammals2,4,18,19. Palaeorecords have been used to study
how long C4 plants have existed on Earth by ®nding well preserved
fossils that have Kranz anatomy and C4-type isotope composition.
Now our results indicate that it is possible that plant fossils with a C4

isotope composition but without Kranz anatomy may be C4 species
(rather than CAM species).

C4 plants are also of considerable interest because this mechanism
of photosynthesis has an advantage over C3 plants for conversion of
solar energy into biomass in hot, dry and/or saline habitats. Maize,
sugarcane and sorghum are important C4 crop plants, but most
agricultural crops, including rice and wheat, are C3 plants. This has
led to interest in genetically engineering C3 crops to perform C4

photosynthesis in order to increase productivity20,21. Although this
may require alterations in anatomy as well as biochemistry, our
results indicate that it would not require development of two
photosynthetic cell types. M

Methods
Plants were grown under controlled growth conditions with day/night temperatures of
25/18 8C, and a 14/10 h photoperiod, with a stepwise increase and decrease in light
intensity during the day to a maximum photosynthetic quantum ¯ux density of
1,100 mmol m-2 s-1. For immunolocalization studies, samples were prepared as
described10. Antibodies used were anti-spinach Rubisco (LSU) IgG (courtesy of
B. McFadden), anti-maize PPDK IgG (courtesy of T. Sugiyama), anti-maize PEPC IgG
(Chemicon), anti-maize NADP-ME IgG with relative molecular mass (Mr) 62,000
(courtesy of C. Andreo22), and anti-Amaranthus hypochondriacus mitochondrial NAD-ME
IgG, which was prepared against the a subunit with Mr65;000 (courtesy of J. Berry23). For
details of techniques used for immunolocalization by light microscopy see ref. 10. The
background labelling with preimmune serum was non-speci®c and low to nonexistent
(results not shown but see ref. 10).
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Learning and memory in humans rely upon several memory
systems, which appear to have dissociable brain substrates1,2. A
fundamental question concerns whether, and how, these memory
systems interact. Here we show using functional magnetic reso-
nance imaging (FMRI) that these memory systems may compete
with each other during classi®cation learning in humans. The
medial temporal lobe and basal ganglia were differently engaged
across subjects during classi®cation learning depending upon
whether the task emphasized declarative or nondeclarative
memory, even when the to-be-learned material and the level of
performance did not differ. Consistent with competition between

© 2001 Macmillan Magazines Ltd



letters to nature

NATURE | VOL 414 | 29 NOVEMBER 2001 | www.nature.com 547

memory systems suggested by animal studies3,4 and neuro-
imaging5, activity in these regions was negatively correlated
across individuals. Further examination of classi®cation learning
using event-related FMRI showed rapid modulation of activity in
these regions at the beginning of learning, suggesting that subjects
relied upon the medial temporal lobe early in learning. However,
this dependence rapidly declined with training, as predicted by
previous computational models of associative learning6±8.

In experiment 1, we used FMRI to image brain activity during
performance of classi®cation tasks designed to emphasize either
declarative or nondeclarative memory processes. Subjects engaged
in a category learning (`weather prediction') task with probabilistic
cue±outcome relations based on trial-by-trial feedback9,10. This type
of task, which involves online learning of stimulus±response asso-
ciations, is thought to engage nondeclarative memory11,12, and
previous research with this task revealed that patients with basal
ganglia disorders were impaired13,14. Amnesic patients with damage
to the medial temporal lobe (MTL) demonstrated normal learning
during the early portion of training but were impaired relative to
controls as learning progressed10,13. We compared performance of
normal subjects on this feedback-based (FB) version of the weather-
prediction task with performance on a version of the task designed
to emphasize declarative memory processes (see Fig. 1). Rather than
FB learning, subjects learned the stimuli and categories in a paired-
associate (PA) manner and were then tested on their classi®cation
ability after learning. Paired-associate learning, which requires
learning associations between previously unrelated pairings of
stimuli, is thought to engage declarative memory, and is known
to rely strongly upon the MTL15,16. Classi®cation ability at the end of
training was similar for both the FB and PA version of the task
(86.5% for FB versus 82.7% for PA; F1;21 � 1:13, P � 0:30), suggest-
ing that subjects in both tasks acquired knowledge capable of
supporting comparable accuracy.

During FMRI scanning at 1.5 T in experiment 1, subjects alter-
nated between the classi®cation task and a baseline task with similar
perceptual and motor characteristics but no learning demands. The
FB and PA versions of the task (given to separate groups of 13
subjects) differed in the timing of category presentation and the
nature of the response (see Fig. 1), but the stimuli used across the
two versions of the task were identical and both required a button-
press response. Statistical parametric mapping was performed to
identify regions whose activity was signi®cantly different between
classi®cation and baseline tasks (see Fig. 2). Engagement in the FB
weather-prediction task resulted in activation of the basal ganglia
(caudate nucleus) in addition to widespread activation of cortical
regions compared to the baseline task. Conversely, activity during
the FB task was signi®cantly below baseline in a number of regions;
many of these regions (medial frontal and parietal cortex, auditory
cortex) are often deactivated during performance of demanding
visual tasks, but in this case the MTL was also deactivated. This
pattern of activity is consistent with a previous study of the FB task
using a different baseline task5.

In order to determine whether MTL deactivation was speci®c to
FB learning, we compared activity during the FB task with that
observed during the PA weather-prediction task in a separate group
of subjects. Comparison between groups demonstrated signi®cant
task-dependent modulation of both the MTL (PA . FB) and the
caudate nucleus (PA , FB) (see Fig. 2c). This difference in MTL
and caudate responses between FB and PA tasks suggests that the
effects of these structures are negatively related. Random-effects
functional connectivity analysis was performed to determine more
directly whether these regions exhibit negatively correlated activity.
We extracted signal change for each subject from the left MTL
region showing maximal task-dependent modulation in the
PA . FB comparison (stereotactic coordinates [-33, -30, -18],
6 mm radius). We then entered the signal change data into a
correlation analysis across subjects with signal change in all

voxels. This analysis identi®ed a right caudate region whose activity
was negatively correlated with the left MTL, along with several other
regions (see Fig. 2). Although this correlation cannot establish
causation, it provides further evidence for a negative relationship
between these structures.

These results suggest that engagement of the declarative and
nondeclarative memory systems may be modulated by task
demands when the material to be learned is identical. To determine
whether the engagement of these systems changes dynamically over
the course of learning, another group of 14 subjects participated in
experiment 2 using event-related FMRI at 3 T with the FB task. The
use of event-related FMRI allowed the decomposition of responses
to individual trials, and further allowed parametric analysis of
changes in the event-related response over the course of learning17.

Subjects performed 96 classi®cation trials over the course of two
FMRI scans. As in experiment 1, the basal ganglia and other cortical
and subcortical regions were active compared to baseline, and the
MTL was deactivated (see Fig. 3). Examination of parametric
changes (speci®cally, exponential changes) in the evoked response
over time demonstrated that MTL was initially active and caudate
was initially inactive, but that the MTL quickly became deactivated
and the caudate nucleus became activated. We saw no parametric
change in the MTL during the second block of trials (that is, the
MTL was deactivated throughout), whereas the caudate nucleus did
show a renewed dip and subsequent rise in the second block.

On the basis of the results from experiment 2, we re-analysed the
data from the FB task in experiment 1 for parametric changes in
response, using the regions identi®ed in experiment 2 as a priori
regions of interest (8-mm-diameter sphere centred at local maxi-
mum). A signi®cant parametric increase was observed in the
caudate nucleus region, con®rming the rapid changes in caudate
activity observed in the event-related study, whereas the parametric
decrease in MTL was not signi®cant (P � 0:114).

The results presented here provide the ®rst substantive evidence,
to our knowledge, for competition between memory systems in the
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Figure 1 Depiction of task design for experiment 1. a, In the feedback-based (FB) task

(also used in experiment 2), the stimulus was initially presented with a cue to respond (in

this case, `RAIN'), and the subject responded according to whether he/she thought the

particular set of cards was associated with rain or sunshine by pressing one of two keys.

The feedback (that is, the outcome for that trial) was then presented after 4 s. b, In the

paired-associate (PA) task, the outcome was presented initially at the same time as the

stimulus, and remained on the screen throughout the trial. Subjects pressed a single key

simply to note the appearance of the stimulus. c, In the baseline task, subjects were

presented with a set of crosshair stimuli (different from those used in the classi®cation

trials) and pressed a single key simply to note the appearance of the stimulus.
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human brain. Whereas our previous work demonstrated MTL
deactivation and striatal activation during classi®cation learning5,
the present study provides direct evidence for competition at the
neural level by demonstrating three essential features of the MTL±
striatum interaction. First, it shows that engagement of MTL and
striatum is modulated by whether the task encourages the use of
declarative versus nondeclarative memory processes or strategies.
Second, it demonstrates that engagement of these regions is nega-
tively correlated across subjects. Third, it demonstrates rapid
reciprocal changes in the engagement of these regions. These data
are concordant with animal lesion studies demonstrating that the
memory systems based on the MTL and striatum can compete with
one another during learning3,4,18.

Previous studies of classi®cation learning found that patients
with MTL lesions were impaired after several hundred training trials
compared to matched controls10,13. These patients did not exhibit
signi®cant de®cits in early training (through 50 trials), although
subsequent studies have found early-learning de®cits as well19.
Patients with basal ganglia disorders (Parkinson's and Huntington's
diseases) were severely impaired on the task from the onset of
training and did not learn the task even after many training trials13,14.
These ®ndings have been taken to suggest that category learning
relies primarily upon the striatum but that the MTL becomes
important later in training10,13. The results of the present study,
however, show that the MTL is engaged very early in learning and
that it then becomes deactivated throughout training (up to 144
trials in experiment 1). Because the task used in the FMRI studies
reported here differs in several ways from the version used in the
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Figure 2 Results from FB versus PA classi®cation learning (experiment 1). a, Activation for

FB compared to baseline; areas in yellow were more active during weather prediction

compared to baseline, whereas regions in blue were less active during weather prediction

than baseline (P , 0:005 uncorrected, 5 voxel extent threshold). Yellow arrow highlights

region of caudate activation, white arrow highlights region of MTL deactivation.

b, Activation for PA compared to baseline. c, Regions exhibiting signi®cant differences

between FB and PA classi®cation learning tasks. (yellow: FB . PA, blue: PA . FB).

Yellow arrow highlights caudate region with FB . PA, white arrow highlights MTL region

with PA . FB. d, Plot of task-related signal change from the MTL region exhibiting

maximal task-dependent differences (centred at [-33, -30, -18], with a 6 mm radius)

against a region in the right caudate that exhibited signi®cant negative correlation with the

MTL in functional connectivity analysis (centred at [9, 6, 21], with a 6 mm radius). Each

data point represents a single subject.
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Figure 3 Results from event-related FMRI study of FB category learning (experiment 2).

a, Regions exhibiting signi®cant evoked activation (yellow) or deactivation (blue) for

classi®cation trials. Yellow arrow highlights region of caudate activation, white arrow

highlights region of MTL deactivation. b, c, Depiction of parametric change in modelled

evoked haemodynamic response across the initial 450-s scanning run (averaged across

subjects) in b, left body of caudate nucleus (-12, 3, 21), and c, left MTL (-24, -3, -24).

Red indicates positive, event-related response, blue indicates negative event-related

response.
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neuropsychological studies described above, the engagement of
MTL and striatum may differ owing to procedural details. However,
it is tempting to speculate that the late-learning de®cit observed in
patients with MTL lesions may be due to the absence of processes
occurring early in training in normal individuals: that is, the MTL
may not be strictly necessary for early learning, but its contributions
during early learning may facilitate later learning. Evidence that
MTL lesions may change the nature of early learning on classi®ca-
tion tasks comes from Reber et al.20, who found that MTL-lesioned
patients showed normal early learning on the weather-prediction
task but were impaired on transfer tests that required ¯exible use of
knowledge acquired during learning.

The importance of MTL in early learning on the weather-
prediction task was predicted by computational modelling of
cortico-hippocampal interaction during learning6±8. These simula-
tion studies predict that the classi®cation task used here may require
a signi®cant degree of MTL mediation, owing to the many cue±cue
con®gural regularities present in the stimulus set, but that the MTL
is active only during early phases of learning in which new
representations of the stimuli are being developed. Once new
stimulus representations have been established early in learning,
the model predicts that MTL involvement will decrease. These
predictions are con®rmed by the present FMRI results demonstrat-
ing that the MTL is initially active (during putative development of
new stimulus representations) but subsequently decreases (after
such representations stabilize). Analogous electrophysiological
results have been found in rabbit eyeblink conditioning in which
the hippocampal activity related to conditioned responses appears
early in learning but disappears with extended training21.
This computational theory interprets both the earlier animal data
and the present human imaging data as implying an interaction
between the hippocampus and other brain structures, in which the
hippocampus has a modulatory role in learning by developing
new stimulus representations during early phases of training
which are used by the striatum to develop complex stimulus±
response associations.

Competition between memory systems may re¯ect an adaptive
mechanism for optimizing behaviour depending upon learning
demands. Some animal studies3,22,23 have shown that the MTL and
striatum acquire different types of information during learning: the
MTL appears to acquire ¯exible, relational knowledge (such as
spatial relationships) whereas the striatum acquires in¯exible
stimulus±response associations. These differences have been most
directly examined using a cross-maze learning task in rats. The rat is
®rst taught to run to a particular arm of the maze from a given
starting point, and is then tested by starting from a different
location. The MTL supports place learning (in which the rat runs
towards the previously rewarded spatial location from the new
starting position) whereas the striatum supports response learning
(in which the rat makes the previously rewarded motor response
from the new starting position). Normal rats exhibit a transition
from early reliance upon MTL-based place learning strategies to
later reliance upon striatal-based response learning strategies22,23.
Pharmacologic facilitation of MTL or suppression of striatum
increases the later engagement of place strategies, whereas facilita-
tion of striatum or suppression of MTL increases the early engage-
ment of response strategies22,23, suggesting that these structures are
locked in a `zero-sum' competition to control behaviour.

The interpretation of apparent task-related deactivations is
complicated by the fact that such deactivations can re¯ect either
active decreases during the task of interest or increases during the
baseline task. In the present case there are two ®ndings that suggest
that the deactivations do not re¯ect increases during the baseline
activity. First, MTL deactivation during the classi®cation task has
been found using three very different baseline tasks: counting the
number of cards presented5, simple button press (experiment 1),
and visual ®xation (experiment 2). Second, activation was modu-

lated depending on task demands in experiment 1 (FB versus PA
tasks) when the baseline task remained constant across these two
tasks. Thus, we believe that the results re¯ect a speci®c decrease in
FMRI signal during the classi®cation task. However, the neuro-
physiological basis of this decrease remains unknown. In particular,
there is current debate as to whether both excitatory and inhibitory
synaptic activity result in increased FMRI signal24,25. Neural model-
ling suggests that the relation between FMRI signal and inhibition
may depend upon features of local neural circuitry, such as the
degree of recurrence26. Our results clearly demonstrate that MTL
deactivation during FB learning re¯ects a response to task demands,
but further work is necessary to understand fully the synaptic
correlates of these signals.

Thus we have shown that learning involves competition between
the MTL-based and striatal-based memory systems in the human
brain. These ®ndings provide a direct link to convergent ®ndings of
competitive memory systems in animal learning, and suggest that
competition may serve as a mechanism to arbitrate between two
fundamentally incompatible requirements of learning: the need for
¯exibly accessible knowledge (supported by the MTL) and the need
to learn fast, automatic responses in speci®c situations (supported
by the striatum). M

Methods
Subjects

A total of 40 right-handed subjects participated in the studies described here: 26 in
experiment 1 (6 males, age range: 18±31) and 14 in experiment 2 (2 males, age range 19±
33). All gave informed consent according to procedures approved by Massachusetts
General Hospital.

Task and stimuli

In experiment 1, subjects participated in four scans lasting 468 s, during which they
alternated every 26 s between the classi®cation and baseline tasks. Subjects in the feedback-
based group were asked to perform the classi®cation task on each trial by pressing one of
two buttons, and received feedback (category label) on each trial after 4 s. Those in the
paired-associate group simply pressed a button to denote stimulus onset, and received the
category label at trial onset (see Fig. 1). During the baseline task in both conditions,
subjects were presented with a set of stimuli along with the instruction `PRESS' and were
asked simply to press a button to denote that the stimulus had appeared. For subjects in
the PA group, learning was tested immediately after completion of the last scan by
presenting all of the card combinations twice and asking subjects to classify each; no
feedback was given.

In experiment 2, individual trials were presented as in experiment 1 (FB condition) but
the interstimulus interval was varied across trials; the sequence of interstimulus intervals
was determined by optimizing the design matrix for estimation of the FMRI response27.
Event-related response was estimated in comparison to a baseline of visual ®xation. Two
scans lasting 450 s were performed with this task, with 48 trials occurring during each scan.
Behavioural data were collected using a button box in the scanner; data for 3 subjects in
experiment 1 (2 in the FB group and 1 in the PA group) were lost owing to computer
malfunction.

Stimuli in both experiments were a set of four cards with geometric shapes (after ref. 10),
any combination of which could appear on a given trial (except for all cards or none).
Category labels were probabilistically associated with stimuli, with cue strengths of the
individual cards speci®ed as 80%, 60%, 40% and 20% respectively. These probabilities are
slightly more extreme than those used in previous studies of this task5,10, in order to
encourage more consistent learning. Accuracy was determined according to a probability-
maximizing metric, that is, responses that matched the most correct response for a given
set of cards were counted as correct.

MRI acquisition

Twenty-one axial slices (5 mm thick, 1 mm gap) were collected at 1.5 T (Siemens Sonata;
experiment 1) or 3 T (Siemens Allegra; experiment 2) using a gradient-echo echo-planar
pulse sequence (repetition time, 2,000 ms; echo time, 40 ms (at 1.5 T) and 30 ms (at 3 T),
®eld of view, 200 mm; matrix size, 64 3 64). High-resolution T1-weighted scans (MP-
RAGE; Siemens) were acquired for anatomical localization.

Data analysis

Preprocessing and statistical analysis of the data were performed using SPM99 software
(Wellcome Dept of Cognitive Neurology). Preprocessing included slice timing correction
(experiment 2 only), motion correction, normalization to the MN1305 stereotactic space
(interpolating to 3 mm cubic voxels) and spatial smoothing with an 8-mm gaussian
kernel. Statistical analysis was performed using the general linear model. Global signal
scaling was not applied, in order to prevent spurious deactivations. The design in
experiment 1 was modelled using a boxcar function convolved with a canonical
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haemodynamic response function, whereas the event-related design in experiment 2 was
modelled using a canonical haemodynamic response and its temporal derivative28.
Comparisons of interest were implemented as linear contrasts. This analysis was
performed individually for each subject, and contrast images for each subject were used in
a second-level analysis treating subjects as a random effect. Statistical maps were
thresholded at P , 0:005 uncorrected for multiple comparisons with an extent threshold
of 5 voxels. Tests on hypothesized regions were corrected for multiple comparisons
(P , 0:05) using the gaussian-®eld small-volume correction in SPM99 after thresholding
the statistical map at P , 0:025 with an extent threshold of 5 voxels. Parametric analysis
was performed by including an additional regressor that modelled an exponentially
changing HRF with a time constant of 100 s (ref. 17).

For functional connectivity analysis, signal from a seed region in the MTL (centred at
-33, -30, -18, with a 6-voxel radius) was compared with all other voxels across subjects
using simple correlation analysis, with a statistical parametric map determined for regions
of signi®cant positive or negative correlation29.
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Alteration of gene expression is a crucial component of adaptive
responses to hypoxia. These responses are mediated by hypoxia-
inducible transcription factors (HIFs)1,2. Here we describe an
inhibitory PAS (Per/Arnt/Sim) domain protein, IPAS, which is a
basic helix-loop-helix (bHLH)/PAS protein structurally related to
HIFs. IPAS contains no endogenous transactivation function but
demonstrates dominant negative regulation of HIF-mediated
control of gene expression. Ectopic expression of IPAS in hepa-
toma cells selectively impairs induction of genes involved in
adaptation to a hypoxic environment, notably the vascular
endothelial growth factor (VEGF) gene, and results in retarded
tumour growth and tumour vascular density in vivo. In mice,
IPAS was predominantly expressed in Purkinje cells of the cere-
bellum and in corneal epithelium of the eye. Expression of IPAS in
the cornea correlates with low levels of expression of the VEGF
gene under hypoxic conditions. Application of an IPAS antisense
oligonucleotide to the mouse cornea induced angiogenesis under
normal oxygen conditions, and demonstrated hypoxia-dependent
induction of VEGF gene expression in hypoxic corneal cells. These
results indicate a previously unknown mechanism for negative
regulation of angiogenesis and maintenance of an avascular
phenotype.

When screening mouse expressed sequence tag (EST) databases
using hidden Markov model pro®les3 for HIF homology search, we
identi®ed an EST clone encoding a putative new protein, designated
IPAS, containing a bHLH PAS motif. DNA sequence analysis
demonstrated that IPAS complementary DNA contains an open
reading frame of 921 nucleotides, encoding a polypeptide of 307
amino acids (Fig. 1a). Alignment analysis of this amino-acid
sequence with known bHLH/PAS factors showed high similarity
to HIF-1a4 and HLF (HIF-a-like factor, also known as endothelial
PAS domain protein 1, EPAS-1)5,6 in the amino-terminal bHLH
domain (75% and 76% identity, respectively; Fig. 1b), and to a lesser
extent within the PAS region (34% and 36% in the PAS A domain,
and 40% and 36% in the PAS B domain, respectively; Fig. 1b).
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