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Stimulus-Dependent Auditory Tuning Results in
Synchronous Population Coding of Vocalizations in the
Songbird Midbrain

Sarah M. N. Woolley, Patrick R. Gill, and Frédéric E. Theunissen
Helen Wills Neuroscience Institute and Department of Psychology, University of California, Berkeley, Berkeley, California 94720

Physiological studies in vocal animals such as songbirds indicate that vocalizations drive auditory neurons particularly well. But the
neural mechanisms whereby vocalizations are encoded differently from other sounds in the auditory system are unknown. We used
spectrotemporal receptive fields (STRFs) to study the neural encoding of song versus the encoding of a generic sound, modulation-
limited noise, by single neurons and the neuronal population in the zebra finch auditory midbrain. The noise was designed to match song
in frequency, spectrotemporal modulation boundaries, and power. STRF calculations were balanced between the two stimulus types by
forcing a common stimulus subspace. We found that 91% of midbrain neurons showed significant differences in spectral and temporal
tuning properties when birds heard song and when birds heard modulation-limited noise. During the processing of noise, spectrotem-
poral tuning was highly variable across cells. During song processing, the tuning of individual cells became more similar; frequency
tuning bandwidth increased, best temporal modulation frequency increased, and spike timing became more precise. The outcome was a
population response to song that encoded rapidly changing sounds with power and precision, resulting in a faithful neural representation
of the temporal pattern of a song. Modeling responses to song using the tuning to modulation-limited noise showed that the population
response would not encode song as precisely or robustly. We conclude that stimulus-dependent changes in auditory tuning during song

processing facilitate the high-fidelity encoding of the temporal pattern of a song.
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Introduction

Speech and birdsong are characterized by spectrotemporal com-
plexity (Chi et al., 1999; Singh and Theunissen, 2003). Other
acoustic communication signals that may be less rich in the spec-
tral domain are highly temporally structured (Suga, 1989; Bass
and McKibben, 2003; Kelley, 2004; Mason and Faure, 2004). Cor-
respondingly, behavioral and physiological studies suggest a
strong relationship between the accurate perception of commu-
nication sounds and temporal auditory processing (Tallal et al.,
1993; Shannon et al., 1995; McAnally and Stein, 1996; Wright et
al., 1997; Woolley and Rubel, 1999; Escabi et al., 2003; Ronacher
et al., 2004; Marsat and Pollack, 2005; Woolley et al., 2005). Nat-
ural sounds such as vocalizations and/or sounds that are
“natural-like” evoke more informative responses (e.g., higher in-
formation rates) from auditory neurons (Rieke et al., 1995; Ma-
chens et al., 2001; Escabi et al., 2003; Hsu et al., 2004). But how
single neurons and neuronal populations code natural sounds
differently from other sounds such as noise is not known. To
address this issue, we compared the encoding of a behaviorally
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important natural sound and a behaviorally neutral synthetic
sound by the same auditory neurons.

In bats and frogs, the auditory midbrain has been implicated
in the specialized processing of vocal signals (Pollak and Boden-
hamer, 1981; Rose and Capranica, 1983, 1985; Casseday et al.,
1994; Dear and Suga, 1995; Mittmann and Wenstrup, 1995) as
well as temporal information (for review, see Covey and Casse-
day, 1999) (Alder and Rose, 2000). In the bat auditory midbrain
(inferior colliculus), many neurons are selectively sensitive to the
frequencies of a bat’s species-specific echolocation calls (Pollak
and Bodenhamer, 1981). In the anuran midbrain (torus semicir-
cularis), single neurons respond specifically to amplitude modu-
lation rates that are related to species-typical vocalizations (Rose
and Capranica, 1985). The response properties of neurons in the
songbird auditory midbrain, the mesencephalicus lateralis dor-
salis (MLd), are also highly sensitive to the temporal properties of
sound (Woolley and Casseday, 2004, 2005) and give highly infor-
mative responses to vocalizations (Hsu et al., 2004; Woolley et al.,
2005). In an effort to understand how song may be encoded
differently from other sounds in the songbird auditory midbrain,
we examined the responses of single neurons and the neuronal
population in the MLd of adult male zebra finches to song and to
modulation-limited (ml) noise. ml noise is a behaviorally mean-
ingless sound that was designed to match song in frequency
range, maximum spectral and temporal modulations, and power.
Responses were analyzed in terms of linear frequency and tem-
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poral tuning using normalized reverse correlation to obtain spec-
trotemporal receptive fields (STRFs). STRFs obtained from re-
sponses to both song and ml noise were used to predict the
responses of single neurons and of the neuronal population to
songs. The song STRFs and the ml noise STRFs and their associ-
ated predictions were compared to understand how the same
neurons may encode a behaviorally meaningful sound, song, and
a synthetic sound differently.

Materials and Methods

Animals and experimental design

All animal procedures were approved by the Animal Care and Use Com-
mittee at the University of California, Berkeley. Twenty-one adult (>120
d of age) male zebra finches (Taenopygia guttata) were used. All birds
were bred and raised at the University of California, Berkeley.

We recorded the electrophysiological responses of single units in the
auditory midbrain region, MLd, to two classes of sounds: zebra finch
songs and a noise stimulus called ml noise (see details below). Responses
were analyzed using a normalized reverse correlation procedure to ob-
tain a STREF for the responses of a neuron to each stimulus type. An STRF
shows the linear time/frequency tuning properties of a neuron as it is
processing complex acoustic stimuli. Classical measures such as charac-
teristic frequency, frequency tuning bandwidth, temporal response pat-
tern, best temporal modulation frequency, and spike latency can be ob-
tained from the STRF. A separate STRF was obtained for responses to
each of the two stimulus types (song and ml noise). We then analyzed the
two STRFs from the same neuron for differences in tuning, depending on
the stimulus type.

To examine how tuning differences affect population coding of com-
plex sounds, we convolved STRFs with each individual stimulus (e.g.,
one sample of song) to obtain predicted responses to each stimulus.
Those predictions were then averaged across all cells to get a predicted
population response to each individual stimulus. Those population pre-
dictions were compared with the actual population responses to each
stimulus, which were calculated by averaging the actual responses of all
neurons to a particular stimulus. For each song stimulus, predicted pop-
ulation responses were calculated using both the song STRFs and the ml
noise STRFs. This analysis was designed to examine the effects of
stimulus-dependent tuning differences on population coding. Using this
approach, we were able to estimate how tuning differences affected the
encoding of song in midbrain neurons.

Stimuli

Two stimuli, zebra finch song and ml noise, were used (Fig. 1). The zebra
finch song stimulus set consisted of song samples from 20 adult male
zebra finches (age, >120 d). Each song sample (~2 s in duration) was
recorded in a sound-attenuated chamber (Acoustic Systems, Austin,
TX), digitized at 32 kHz (TDT Technologies, Alachua, FL), and fre-
quency filtered at 250 and 8000 Hz (Fig. 1 A). The synthetic stimulus, ml
noise, was designed to have a flat power spectrum between 250 and 8000
Hz, and the absolute power level was adjusted so that the peak value in the
power spectrum of song (found ~3.5 kHz) matched the power level of
the ml noise (Fig. 1 B,C). The absolute power of both stimuli were ad-
justed so that peak levels in song stimuli were at ~70 dB sound pressure
level (SPL).

The ml noise was designed to share the same maximum and minimum
spectral and temporal modulations as song (Fig. 1 D). This stimulus is
akin to white noise that has been limited in spectrotemporal modula-
tions. Spectral and temporal modulations describe the oscillations in
power across time and frequency that characterize the dynamic proper-
ties of complex sounds and are visualized in a spectrogram (Singh and
Theunissen, 2003; Woolley et al., 2005). Spectral modulations are oscil-
lations in power across the frequency spectrum, such as harmonic stacks,
and are measured in cycles per kilohertz. Temporal modulations are
oscillations in power over time and are measured in hertz. Zebra finch
songs contain a limited set of spectral and temporal modulations that,
combined with the phase information, characterize the unique sounds of
zebra finch song (Fig. 1 A, top; D, left). The modulations that characterize
complex sounds are plotted using a modulation power spectrum, show-
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Figure 1.  Stimuli. A, Top, A spectrogram of song. Intensity is indicated by color. Red is high

amplitude, and blueis low amplitude. Bottom, The amplitude waveform showing the temporal
pattern of the song. B, Top, A spectrogram of the synthetic stimulus, modulation-limited noise.
Bottom, The amplitude waveform showing the temporal pattern of the ml noise. €, The one-
dimensional (1D) power spectra of song (blue) and ml noise (red). The stimuli have the same
frequency range and peak power. D, The two-dimensional (2D) power spectra for song and ml
noise, also called modulation power spectra. The ml noise was designed to match the maximum
spectral and temporal modulations of song.

ing the amount of energy (color axis) as a function of temporal modula-
tion frequency (x-axis) and spectral modulation frequency ( y-axis) in an
ensemble of sounds. The spectral modulation frequencies found in zebra
finch song range between 0 and ~2 cycles (cyc)/kHz (Fig. 1 D, left). The
temporal modulation frequencies in song range between 0 and ~50 Hz.
The ml noise was created by uniformly sampling spectrotemporal mod-
ulations ranging between 0 and 2 cyc/kHz spectral modulation and 0-50
Hz temporal modulation (Fig. 1 D, right).
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To generate the ml noise, we calculated the spectrotemporal log enve-
lope function of the sound (i.e., its spectrogram in logarithmic units) as a
sum of ripple sounds. Ripples are broadband sounds that are the auditory
equivalents of sinusoidal gratings typically used in vision research. This
sum of ripples can be written as follows:

N
S(t, x) = E cos2mw, it + 27w, x + @), (1)

i=1

where ¢); is the modulation phase, and o, ; and w, ; are the spectral and
temporal frequency modulations for the ith ripple component, and
S(t, x) is the zero mean log envelope of the frequency band x. We used
N = 100 ripples. The modulation phase was random, taken from a uni-
form distribution. The spectral and temporal modulation frequencies
were sampled randomly from a uniform distribution of modulations
bounded by 50 Hzand 2 cyc/kHz (Fig. 1 D). The frequency x was sampled
uniformly between 250 and 8000 Hz (Fig. 1C).

The actual envelope used to generate the sounds was then obtained
from S(#,x) by adding the DC level and modulation depth obtained from
the log envelope of song. The envelope is written as follows:

SNorm(t) X) = A(xPezlk) + %S(ti X), (2)

where A(Xp.,) is the DC level of the log amplitude envelope at the fre-
quency at which it is the largest in song; o(x) is the SD across time of the
log envelope for a frequency, x, also calculated for song; and o74(x) is the
SD obtained from the generated amplitudes S(¢, x). Therefore, the mean
amplitude (and thus intensity) in each frequency band was constant and
given by the peak of the log amplitude envelope in song; ml noise had a
flat power spectrum between 250 and 8000 Hz with levels that matched
the peak of the power spectrum of song found at x,., ~ 3.5 kHz. The
modulation depth (in log units) in each frequency band was set to
the average modulation depth found in song across all frequency bands.
The sound pressure waveform was then obtained by taking the exponen-
tial of the normalized log amplitude envelope, Sy,m(% x), and using a
spectrographic inversion routine (Singh and Theunissen, 2003).

Surgery

Two days before recording, a bird was anesthetized with Equithesin (0.03
ml, i.m., of the following: 0.85 g of chloral hydrate, 0.21 g of pentobarbi-
tal, 0.42 g of MgSO,;, 8.6 ml of propylene glycol, and 2.2 ml of 100%
ethanol to a total volume of 20 ml with H,O). The bird was then placed in
a custom stereotaxic with ear bars and a beak holder. Lidocaine (2%) was
applied to the skin overlying the skull, and a midline incision was made.
A metal pin was fixed to the skull with dental cement. The bird was then
allowed to recover for 2 d.

On the day of recording, the bird was anesthetized with three injections of
20% urethane (three intramuscular injections; 30 ml each; 30 min apart) and
placed in the stereotaxic. Urethane, at this dose, achieves a level of profound
anesthesia without complete loss of consciousness. The bird’s head was im-
mobilized by attaching the metal pin cemented to the bird’s skull to a cus-
tomized holder mounted on the stereotaxic. Lidocaine was applied to the
skin overlying the skull region covering the optic lobe. After lidocaine appli-
cation, a small incision was made in the skin over the skull covering the optic
tectum. A small opening was made in the skull overlying the optic tectum,
and the dura was resected from the surface of the brain.

Electrophysiology

Neural recordings were conducted in a sound-attenuated chamber
(Acoustic Systems). The bird was positioned ~20 c¢m in front of a Bose
101 speaker so that the bird’s beak was centered both horizontally and
vertically with the center of the speaker cone. The output of the speaker
was measured before each experiment with a Radio Shack electret con-
denser microphone (33-3013) and custom software to ensure a flat re-
sponse (=5 dB) from 250 to 8000 Hz. Sound levels were checked with a
B&K (Norcross, GA) sound level meter [root mean square (RMS)
weighting B; fast] positioned 25 cm in front of the speaker at the bird’s
head. Body temperature was continuously monitored and adjusted to
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between 38 and 39°C using a custom-designed heater with a thermistor
placed under a wing and a heating blanket placed under the bird.

Recordings were obtained using epoxy-coated tungsten electrodes
(0.5-7.0 M(); Frederick Haer, Bowdoinham, ME; or A-M Systems, Carls-
borg, WA). Electrodes were advanced into the brain with a stepping
microdrive at 0.5 um steps (Newport, Fountain Valley, CA). The extra-
cellular signal was obtained with a Neuroprobe amplifier (A-M Systems;
X100 gain; high-pass f_, 300 Hz; low-pass f., 5 kHz), displayed on a
multichannel oscilloscope (TDS 210; Tektronix, Wilsonville, OR), and
monitored on an audio amplifier/loudspeaker (Grass AM8). Single-unit
spike arrival times were obtained by thresholding the extracellular re-
cordings with a window discriminator and were logged on a Sun com-
puter running custom software (<1 ms resolution).

Pure tones (250—8000 Hz), zebra finch songs, ml noise, and white
noise were used as search stimuli. If the response to any of these stimuli
was significantly different from the baseline firing rate or the response
was clearly time locked to some portion of the stimulus, then we acquired
10 trials of data to each of 20 zebra finch songs and 10 ml noise stimuli.
Presentation of the stimuli was random within a trial. Two seconds of
background spontaneous activity was recorded before the presentation
of each stimulus. A random interstimulus interval with a uniform distri-
bution between 4 and 6 s was used. At the end of a penetration, one to
three electrolytic lesions (100 wA for 5 s) were made to verify the record-
ing sites for that penetration. Lesions were made well outside of any
auditory areas unless it was the last penetration.

Histology

After recording, the bird was deeply anesthetized with Nembutal and tran-
scardially perfused with 0.9% saline followed by 3.7% formalin in 0.025 m
phosphate buffer. The skullcap was removed and the brain was postfixed in
formalin for at least 5 d. The brain was then cryoprotected in 30% sucrose.
Coronal sections (40 um) were cut on a freezing microtome and divided into
two series. Sections were mounted on gelatin-subbed slides, and one series
was stained with cresyl violet and the other with silver stain. Electrolytic
lesions were visually identified, and the distance between two lesions within
the same electrode track was used to calibrate depth measurements and
reconstruct the locations of recording sites.

Data analysis

STRF calculation. A normalized reverse correlation analysis was used to
determine the relationship between the stimulus and response. This anal-
ysis yields the STRF, which is a linear model of the auditory tuning
properties of a neuron. The STRF calculation entails three steps. First, a
spike-triggered average (STA) is generated by doing a reverse correlation
between the spectrogram of a sound stimulus (e.g., a sample of song) and
the poststimulus time histogram (PSTH) of the responses to that stimu-
lus (Fig. 2A). The PSTH is the summed responses to 10 presentations of
the same stimulus (10 trials). Second, the correlations in the stimulus are
removed from the spike-triggered average by dividing the spike-triggered
average by the autocorrelation of the stimulus. Third, a regularization
procedure (see below) is used to reduce the number of stimulus param-
eters that are needed to obtain the STRF, given the amount of data and
the noise in the response. Once the STRF is obtained, it is validated on
data that were not used in the STRF calculation by using the STRF to
predict the response to a stimulus and comparing that predicted response
to the actual recorded response. The similarity between the predicted
response given by the STRF and the actual response, measured using
correlation coefficients, provides the measure of how well the linear
STREF captures the tuning of a neuron. Previous descriptions of this STRF
methodology are in Theunissen et al. (2000, 2001, 2004).

Here, we developed new regularization algorithms that allow the un-
biased comparison of STRFs obtained using different stimulus ensembles
(e.g., samples of song and of ml noise). If the sound in its spectrographic
representation is written as s[t,x], the neural response as r(¢], and the
STREF as h[t,x], then the prediction of the neural response, #(t], is ob-
tained by convolution in time and summation in frequency as follows:

N—-1 M—1

)= > mi, jls[t — is j] + ro, (3)

i=0 j=0
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where N is the number of time samples re- A
quired to characterize the memory of the sys-

tem, and M is the number of frequency bands

in the spectrogram. The least mean square so-
lution for h is given by the following:

3
3

Spikes Frequency
=

h=C;'C,, (4)
where h has been written as a vector, C is the
stimulus covariance matrix and C,, is the
stimulus-response cross-covariance that is
obtained from the spike-triggered average
zero mean stimulus (de Boer and Kuyper,
1968). Our algorithm uses a solution for the
matrix division shown in Equation 4 that ef-
ficiently and robustly normalizes for stimu-
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The stimulus autocorrelation matrix is de-
composed into its spectral and temporal com-
ponents as follows:
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are the temporal correlations for any two frequency bands i and j. This
second matrix is symmetric Toeplitz, and its eigenvectors are given by the
discrete Fourier transform. The matrix inversion is thus performed by
first going to the temporal Fourier domain and then solving a set of M
complex linear equations for each temporal frequency, w,[i]. This set of
M equations is written as follows:

H, = A, Coro, (5)
where A, is the M X M spectral correlation matrix for temporal fre-
quency w,[7], and H,, is the temporal Fourier transform of / at w,[i].

This matrix inversion is then performed using singular value decom-
position: the set of linear equations is solved in the eigenspace of A, ., but
it is restricted to the subspace with the largest eigenvalues. The STRF for
temporal frequency w,|[i] is thus estimated by the following:

Hu)‘ = Qx,mlA;,i),Px,le;,i;,CSR,w, (6)

where Q,,, is the eigenvector matrix of A, ,, A, ,, is the diagonal matrix
of the eigenvalues of A,,, and P, is a diagonal matrix of 1 and 0 that

(sft, [t — 1,7])
Gt =1 it = 1,7]

(ot ikt — (N = 1), 1)

(st = (N = 1), iJs[t = (N = 1), jD

implements the subspace projection. In practice, a fast exponential decay
is used to smooth the transition between 1 and 0 in the projection.

The subspace projection has two purposes. First, the boundary of the
subspace defines the acoustic region where the stimulus sound has sig-
nificant power. Second, the definition of “significant power” can be var-
ied for each cell to enforce robust estimation of the STRF parameters. For
“noisy” cells, the relative subspace used is smaller than for less noisy cells.
This variable subspace normalization serves as a regularization step by
limiting the number of fitted parameters to describe the receptive field
from M complex numbers for each temporal frequency to a number
smaller than M. The number of parameters kept is determined by a
threshold value on the eigenvalues of A, expressed as a percentage of the
maximum eigenvalue. The optimal threshold value is found by choosing
the STREF that yielded the best predictions on the validation data set (Fig.
2B). As the threshold is decreased, the dimension of the subspace in-
creases, and, equivalently, the number of fitted parameters used to cal-
culate the STRF increases. We used spectrogram sampling steps of 1 ms
in time and 125 Hz in frequency. Analysis windows were 601 ms in time
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and between 250 and 8000 Hz in frequency. The total number of param-
eters needed to describe an STRF is therefore 601 X 62 = 37,262.

For a given stimulus ensemble, larger normalization subspaces (lower
thresholds) suggest a more complete normalization for the correlations
in the stimulus. However, as mentioned above, the use of larger threshold
values reduces the number of estimated parameters and yields more
robust calculations of the STRF. Because, for natural stimuli, the eigen-
vectors with higher power are found at low temporal and spectral fre-
quencies (Fig. 1D, left), the normalization—regularization procedure ef-
fectively implements a smoothing constraint on the STRF, as shown in
Figure 2C. In conjunction with this procedure, we used a second regu-
larization step that implemented a sparseness constraint: the regulariza-
tion in the “pixel” domain of the STRF (Fig. 2 D, vertical axis). The pixel
domain regularization involved assigning a statistical significance to each
pixel in the receptive field. The statistical significance of each pixel can be
expressed as a p value obtained by calculating STRFs for subsets of the
data (using a jackknifing procedure). The STRF pixels that are below
threshold p values are set to zero. As for the eigenspace regularization, the
optimal threshold value was determined by measuring the goodness of fit
on a validation stimulus—response data set that was not used for either
calculating the average STRF or the p values. This two-step normalization
and double regularization algorithm performs a similar smoothness and
sparseness constraint as the Bayesian automatic smoothness determina-
tion and automatic relevance determination algorithms that have re-
cently been developed for STRF calculations (Sahani and Dayan, 2003).

Comparing STRFs obtained from different stimulus ensembles. For each
cell, one STRF (ml noise STRF) was obtained from the responses of a cell
to ml noise, and a second (song STRF) was obtained from the responses
of that cell to song. To directly compare the STRFs obtained using dif-
ferent stimuli, we developed a procedure to ensure that stimulus sub-
spaces used in the generation of both STRFs were identical. If the stimu-
lus subspaces differ, then differences in the two STRFs could result from
biases introduced by the neuron responding to acoustic features present
in one of the subspaces but absent in the other (Ringach et al., 1997;
Theunissen et al., 2000, 2001). The procedure described here is based on
a solution used for the calculation of visual spatiotemporal receptive
fields in V1 (Ringach et al., 1997; David et al., 2004).

Because the acoustic space occupied by song falls entirely within the
acoustic space of ml noise, we equalized the stimulus subspace between
song and ml noise by forcing the calculation of the ml noise STRF to be
within the subspace used in the calculation of the song STRF (Fig. 3A). To
do this, we projected the stimulus-response cross-covariance, Cg,, ob-
tained from responses to ml noise into the subspace used for calculating
the song STRF before performing the regularization—normalization step.
Mathematically, the projected STRF for ml noise was estimated from a
variant of Equation 6 that can be written as follows:

— -1 -1 -1
Hw‘ - Qnoise,m,Anoise,mIPnoise,w‘ noise,ml(Qsong,m,Psong,m, song,m,)CSR,wn

(7)

where Qoise,, aNd Qqongw, are the eigenvectors for ml noise and song
stimuli, respectively; Ao, is the diagonal matrix of eigenvalues for ml
noise as in Equation 6; P, , is the subspace projection that gave the best
STREF for song for that cell; and P, , is the projection that will yield the
best STRF for ml noise. The term in parentheses is the projection onto the
song subspace. The STA is Cgy in Equation 7. The projected STA is Cqy
multiplied by the term in parentheses. Example effects of this projection
are shown in Figure 3B. The best STRFs obtained in response to ml noise
without (left) and with (right) projection into the song subspace are
similar but not identical. The STRF on the left is obtained with Equation
6, and the one on the right with Equation 7. After projection, the STRFs
show slightly greater spread in both time and frequency. To measure how
similar original and projected STRFs were, we calculated the similarity
index (SI) between the original STRF and the projected STRE for each cell
using the correlation coefficient between the two STRF vectors (Escabi
and Schreiner, 2002) as follows:
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using the large ml noise stimulus space (original; left) and the STRF for the same cell after it has
been calculated using the song stimulus space (projected; right).
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Identical STRFs have an SI of 1, and STRFs with no similarity have an SI
of 0. The average SI between original and projected STRFs was 0.85.

Confirming differences between song and ml noise STRFs. Differences
between song and ml noise STRFs within a cell were validated by testing
how well each STRF predicted the actual response to each stimulus. If the
linear tuning properties of a single neuron differ in a meaningful way
during the processing of song and of ml noise, then song STRFs should
predict the responses of a neuron to songs better than ml noise STRFs
predict the responses to songs. Similarly, ml noise STRFs should predict
the responses of the same neuron to ml noise better than do song STRFs.
To test this, we used song and ml noise STRFs to predict the responses to
songs and ml noise stimuli and compared those predictions to the actual
responses to the same stimuli by calculating the correlation coefficients
between the predicted and actual PSTHs in response to each stimulus.

Quantifying linear tuning properties. In this study, all of the STRFs
obtained in response to ml noise were obtained with the song subspace
projection using Equation 7. Therefore, changes in the STRF could be
attributed solely to changes in the tuning properties of the cells. The
following properties were measured from each STRF: (1) best frequency,
the spectral frequency that evokes the strongest neural response; (2)
excitatory and inhibitory frequency bandwidths (eBWs and iBWs), the
ranges of spectral frequencies that are associated with an increase (eBW)
and a decrease (iBW) from mean firing rate; (3) temporal best modula-
tion frequency (TMF), the timing of excitation and inhibition deter-
mined by the temporal bandwidths of the excitatory and inhibitory re-
gions of the singular value decomposition of the STRF; and (4) spike
latency, the duration of time between an excitatory stimulus and an
excitatory response. This is measured in the STRFs as the duration be-
tween time 0 and the peak excitation (Fig. 4).

Each cell was classified as showing stimulus-dependent differences in
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Figure5.  The distribution of similarity indices between song and ml noise STRFs for all cells.

tuning or stable tuning by comparing the two STRFs (song STRF and ml
noise STRF) for that cell. To compare the two STRFs, we calculated the SI
between song and ml noise STRFs using the same equation described
above (Fig. 5). Although the distribution of SIs could not be character-
ized as bimodal, STRFs were classified as different if the SI between them
was <0.65. This cutofflevel corresponds to a large drop in the number of
cells in the distribution of SIs between 0.6 and 0.7 and also to qualitative
differences in the match between STRFs.

Response synchrony. To determine whether tuning differences ob-
served between responses to song and responses to ml noise increased or
decreased the synchrony of activity across neurons, we measured how
correlated the linear responses to songs and to ml noise were among all
neurons. This was done using pairwise correlation coefficients. For a
given stimulus, each linear response of a single neuron to that stimulus
was predicted by convolving the STRF with the spectrogram of that stim-
ulus (Fig. 6). These predicted signals were not further processed (i.e., no
additional smoothing). The predicted response of a single neuron was
then cross-correlated with every other response from every other single
neuron to that stimulus. The number of pairwise comparisons made per
stimulus ranged between 1326 and 3160, depending on the number of
cells that processed each stimulus.

Population responses: actual and predicted. The population response to
each stimulus was calculated by summing the responses (PSTHs) of every
cell that processed a particular stimulus. PSTHs for the response of each
cell to each stimulus were comprised of 10 responses to a single stimulus
(10 trials). The spike data were sampled at 1000 Hz and then smoothed
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with a 21 ms hanning window to obtain the PSTH. Individual PSTHs
were then summed across all cells that processed a stimulus, resulting in
a population PSTH (pPSTH) that represented the response of the entire
group of recorded cells to that stimulus (Fig. 6). This procedure was also
done for the predicted responses of each cell to each stimulus, given by
convolving the STRF with the spectrogram of the stimulus (see above).
With this method, the following relationships could be determined: (1)
the correlation between an actual population response and a linear (pre-
dicted by the STRF) population response to a stimulus; (2) the correla-
tion between a linear population response to song and the temporal
pattern/amplitude envelope of the song sample; and (3) the correlation
between the linear response to song given the tuning of the same cell to
ml noise, calculated by convolving the ml noise STRF with the song
spectrogram. Actual population responses, predicted population re-
sponses, and amplitude envelopes were compared by calculating the cor-
relation coefficients between them.

Population responses were further analyzed by measuring the power
and temporal accuracy of the population responses to song given the
tuning to song (song STRFs) versus the tuning to ml noise (ml noise
STRFs). These analyses were conducted to model how the population of
neurons would encode song differently if the tuning properties of the
neurons were not affected by the stimulus (i.e., if there were no stimulus-
dependent tuning). To do this, we created model responses to song sam-
ples using the linear tuning that neurons show in response to ml noise.
These model responses were generated by convolving song spectrograms
with ml noise STRFs. In this way, we asked what role the observed
stimulus-dependent tuning plays in the coding of song.

We compared the average and peak power of population responses to
song given the linear tuning obtained in responses to song (song STRFs)
and the power of the population response to song given the linear tuning
obtained in response to ml noise (ml noise STRFs). This power compar-
ison was performed by calculating the RMS and peak amplitude values of
the predicted population PSTHs. To measure how well the temporal
frequencies of the population responses captured the temporal frequen-
cies of song samples, we calculated the coherence between population
responses (pPSTHs) and the amplitude envelopes of the song samples.
The amplitude envelopes of the songs were obtained by rectifying the
sound pressure waveform, and convolving that waveform with a Gauss-
ian smoothing window of 1.27 ms (corresponding to the 125 Hz width of
the filter banks that we use to generate the spectrograms and to estimate
the STRFs). The amplitude envelope waveform was then resampled from
32 to 1 kHz to match the sampling rate of the PSTHs.

Results

Stimulus-dependent changes in linear responses

STRFs showed that most neurons had strong onset characteris-
tics. This property is demonstrated in the STRF by temporally
contiguous excitation (red) and inhibition (blue). This is in
agreement with previous studies on the tuning properties of ze-
bra finch MLd cells (Woolley and Casseday, 2004, 2005; Woolley
et al,, 2005). Best frequencies determined by the peak in energy
along the STRF frequency axis ranged between 687 and 6312 Hz,
also in agreement with previous work (Woolley and Casseday,
2004). Best TMFs ranged between 6 and 86 Hz, agreeing with
previous work examining MLd responses to amplitude modula-
tions (Woolley and Casseday, 2005).

Comparison of song STRFs and ml noise STRFs obtained
from the same cells showed that the linear tuning properties of
most neurons were significantly different depending on whether
cells were processing zebra finch song or ml noise; song and ml
noise STRFs were classified as different (see Materials and Meth-
ods) in 91% of cells (Figs. 7, 8). In these cells, song and ml noise
STRFs showed differences in both frequency tuning and tempo-
ral response dynamics. In those cells that showed different song
STRFs and ml noise STRFs, frequency tuning was more broad-
band during song processing than during ml noise processing
(Fig. 7A). Temporal tuning was more precise during song pro-
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by summing the actual responses of individual neurons to each stimulus.

cessing than during ml noise processing; song STRFs were nar-
rower in time than ml noise STRFs (Fig. 7A). These differences
between song and ml noise STRFs resulted in a high degree of
similarity among the song STRFs across neurons and a high de-
gree of dissimilarity among ml noise STRFs across those same
neurons (Fig. 7A, compare top and bottom panels). Most cells
showed temporally precise (narrow in time) broadband excita-
tion (red) and inhibition (blue) in song STRFs but a variety of
frequency and temporal tuning patterns in ml noise STRFs.

In the remaining 9% of cells, linear tuning did not differ dur-
ing song and ml noise processing; song and ml noise STRFs were
highly similar (Fig. 7B) (see Materials and Methods). For exam-
ple, if a song STRF showed narrow frequency, phasic/onset tun-
ing (red/blue), the ml noise STRF showed the same pattern (Fig.
7B, cell 7). Stimulus-independent cells, those for which song and
ml noise STRFs did not differ, were characterized by extremely
tight frequency tuning during song processing (compare Figs.
7 A, B, bottom panels; 8). The excitatory and inhibitory frequency
bandwidths in song STRFs of stimulus-independent neurons
were smaller than for stimulus-dependent cells. Figure 8 shows
the distribution of the combined excitatory and inhibitory fre-
quency bandwidths for all song STRFs, as a measure of overall
frequency tuning bandwidth. Values for the stimulus-
independent cells (black) fell at the lower end of the distribution,
indicating that their frequency tuning was consistently the nar-
rowest within the population of recorded cells.

Because we were interested in how the entire population of
cells encoded song and ml noise, all cells were included in the
additional analyses, regardless of whether or not they showed
significant differences between song and ml noise STRFs. Quan-
titative analysis of song and ml noise STRFs showed that, for the
entire population of cells, song STRFs consistently showed wider
excitatory and inhibitory spectral bandwidths than did ml noise
STREFs for the same cells (Figs. 74, 9A, B). The mean (+SE) eBW

Predicted Population Response

iy,
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measured from song STRFs was 3023 =
204 Hz. The same measure for ml noise
STRFs was significantly narrower, 1370 =
159 Hz (p < 0.001). iBWs were also sig-
nificantly smaller in ml noise STRFs than
in song STRFs (Fig. 9B) (paired ¢ test; p <
0.001). The mean iBWs were 2633 + 288
and 1962 = 262 Hz for song and ml noise
STRFs, respectively. The mean difference
in iBWs between song and ml noise STRFs
was smaller than the difference between

o

eBWs in the same STRFs because some ml
noise STRFs showed broadband inhibi-
tion (Fig. 7, cells 1, 2, and 5), whereas
fewer showed broadband excitation. Best

Actual Population Response

Population responses. Linear responses of the entire neuronal population were predicted by convolving the STRF of
a neuron with the spectrogram of the stimulus and then summing those responses. Actual population responses were calculated

frequencies did not differ significantly be-
tween song and ml noise STRFs (Fig. 9C)
(paired t test; p = 0.3). Therefore, for the
population of neurons, the range of fre-
quencies that reliably drove a neuron dif-
fered during the processing of song and of
ml noise, but the frequency that most ex-
cited a neuron did not differ; best frequen-
cies were not stimulus dependent.

Cells also showed significant differ-
ences in temporal tuning during the pro-
cessing of song and ml noise. Temporal
processing was faster and more precise in
response to song than in response to ml
noise, as indicated by three measures taken from the STRFs (Fig.
9D—-F). First, best TMFs, reflecting the speed and precision of
temporal processing, were significantly higher in song STRFs
than in ml noise STRFs (paired ¢ test; p < 0.01). Best temporal
modulation frequencies were 48 * 2.5 Hz (mean * SE) for song
STRFs and 39 = 3.0 Hz for ml noise STRFs. Second, excitatory
spike latencies, indicating how closely in time the stimulus and
response are related, were significantly lower for song STRFs than
for ml noise STRFs (Fig. 9E) (paired t test; p < 0.001). Mean spike
latencies were 8.13 * 0.37 (*SE) and 12.44 * 2.56 ms for song
and ml noise STRFs, respectively. Therefore, the absolute spike
latency and the variability in spike latencies across STRFs were
larger in ml noise STRFs. The variability in spike latencies across
cells was further quantified by calculating the coefficient of vari-
ation (CV) of the spike latencies from all song STRFs and all ml
noise STRFs. This third measure of temporal tuning differences
between song and ml noise STRFs showed that spike latencies
were significantly less variable among cells during song process-
ing than during ml noise processing (Fig. 9F) (paired ¢ test; p <
0.001). The CV for spike latencies across song STRFs was 0.39 =
0.0012, and the mean CV across ml noise STRFs was 0.49 *
0.0013. The significant differences in best temporal modulation
frequencies, spike latencies, and the variability of spike latencies
across cells indicate that neural responses encoded faster tempo-
ral modulations, were more temporally precise, and fired with
more similar spike latencies during song processing than during
ml noise processing.

Time

Validating stimulus-dependent differences between STRFs

To validate the differences in linear tuning observed between
song and ml noise STRFs within a cell, we reasoned that the song
STRFs should predict the actual responses to songs better than
did the ml noise STRFs. Similarly, the ml noise STRFs should
predict the actual responses to ml noise samples better than did
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Figure 7.  Song and ml noise STRFs. In 91% of single midbrain neurons, the linear tuning properties were “stimulus dependent.” 4, Top, STRFs for six neurons obtained from responses to song.

Bottom, STRFs from the same neurons obtained from responses to ml noise. The song STRFs are similar across cells, showing broadband frequency tuning (tall red and blue regions) and precise
temporal tuning (narrow red and blue regions). The mI noise STRFs were more variable, showing a higher degree of frequency selectivity (shorter red/blue regions) and less temporal precision than
song STRFs (wider red/blue regions). B, In 9% of neurons, tuning did not differ between stimulus types: tuning was stimulus independent. Top, Song STRFs for two neurons. Bottom, ml noise STRFs
for the same neurons. In these cells, frequency tuning is selective and temporal precision is high in both song and ml noise STRFs.
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song STRFs shows that the STRFs for stimulus-independent neurons (black) were more tightly
frequency tuned than were the STRFs for stimulus-dependent neurons (white).

the song STRFs. We tested this by predicting the responses to
each stimulus (20 songs and 10 ml noise samples) using both the
song STRFs and the ml noise STRFs for each cell and comparing
those predicted responses to the actual responses to each stimulus
by cross-correlation (see Materials and Methods). Results
showed that, for all cells that showed significant differences be-
tween song and ml noise STRFs, the song STRFs predicted the
actual responses to songs better than did the ml noise STRFs (Fig.
10A). Similarly, ml noise STRFs predicted the actual responses to
ml noise better than did the song STRFs (Fig. 10 B). Therefore,
the differences between song and ml noise STRFs were validated
by stimulus-specific predictions and their comparisons with the
actual responses to samples of each stimulus type.

Response synchrony across cells

What is the coding significance of the linear tuning adaptations
that occur between song and ml noise processing? Because song
STRFs were significantly less selective in frequency tuning
(broader in the spectral domain) and more precise in temporal
tuning (narrower in the temporal domain) and showed less vari-
able spike latencies than ml noise STRFs, the song STRFs were
more similar across cells than were the ml noise STRFs. This
suggested that the responses of different MLd cells to an individ-
ual song sample may be more similar than the responses of the
same cells to an individual ml noise sample. If so, then the re-
sponses of all the cells should be more synchronized during the

encoding of song than during the encoding of ml noise. To test
whether the linear responses to songs were more synchronized
among neurons than the linear responses to ml noise, we calcu-
lated the pairwise correlation coefficients between the predicted
(by the STRF) responses of every neuron to a stimulus. This
calculation was performed for the 20 song stimuli and the 10 ml
noise samples. The number of pairwise responses ranged between
1326 and 3160, depending on how many cells processed the stim-
ulus. Correlation coefficients showed that the predicted re-
sponses to songs were significantly more synchronized across
neurons than the responses of those same neurons to ml noise
(Fig. 11). Figure 11 A shows the predicted responses of six neu-
rons to a sample of song. The six neurons are the same neurons
for which the STRFs are shown in Figure 7A. The responses are
similar, suggesting synchronization. Figure 11 B shows the pre-
dicted responses of the same neurons to a sample of ml noise. The
responses to ml noise are more variable across cells and show
lower peaks in response amplitude. The correlation coefficients
between predicted responses for all neurons were significantly
higher to song than to ml noise. The mean cross-correlation
among the predicted responses to song across all 20 songs was
0.40 * 0.004 (*SE), whereas the mean cross-correlation of the
predicted responses to ml noise across all 10 ml noise samples was
0.21 * 0.008 (paired t test; p < 0.001). Therefore, the linear
responses were significantly more synchronized during the pro-
cessing of song than during the processing of ml noise.

Population responses

To examine the effects of stimulus-dependent tuning on the neu-
ral encoding of songs and ml noise, we studied the population
responses to each sample of song and ml noise. For each stimulus,
the responses of all neurons were averaged to generate a single
population poststimulus time histogram, representing the re-
sponse of the entire population of recorded cells to that sound
(actual pPSTH) (Fig. 6). This operation was repeated for the
linear fraction of the response obtained by convolving the STRF
of the individual cell with the stimulus (predicted pPSTH).

To measure how well the STRFs characterized the population
responses to song (i.e., how closely related the linear and entire
population responses were), we compared the actual pPSTHs
and the predicted pPSTHs for each song sample (see Materials
and Methods) (Fig. 6). Figure 12 shows an example song (A). The
actual and predicted population responses to that song are shown
below (Fig. 12B). The correlation coefficient between the pre-
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both the spectral and temporal domains but notin best frequency. A, Excitatory frequency bandwidths were significantly larger for
song STRFs than for ml noise STRFs. B, Inhibitory frequency bandwidths were significantly larger for song STRFs than for ml noise
STRFs. €, The distributions of best frequencies for song and ml noise STRFs overlapped, and the mean best frequencies (data not
shown) for the two groups did not differ. D, Best temporal modulation frequencies were higher for song STRFs. E, Excitatory
first-spike latencies were lower for song STRFs. F, The CV for spike latencies across STRFs was lower for song STRFs, indicating that spike
latencies were significantly more similar across cells in song STRFs. ***p << 0.001; **p << 0.01; *p << 0.05. Error bars indicate SE.
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Figure 10.  Validating STRF differences. STRFs were convolved with spectrograms to gener-

ate predicted responses to song and ml noise, and predicted responses were compared with
actual responses. A, Scatter plot of the correlation coefficients (CC) between predicted re-
sponses to song samples using song STRFs and actual responses versus the predicted responses
to song samples using ml noise STRFs and the actual responses. The graph shows that song
STRFs predicted the actual responses to songs better than did the ml noise STRFs, confirming the
differences in tuning observed in song and ml noise STRFs. B, Scatter plot showing that the ml
noise STRFs predict the actual responses to ml noise better than do the song STRFs.

dicted and the actual population responses shown is 0.83. Figure
12C shows the distribution of correlation coefficients between
predicted and actual population responses (pPSTHs) for all 20
song samples. The linear population responses, shown by the

sponses to songs (given by the STRFs)
with the amplitude envelopes of the song
samples. The amplitude envelope of a
sound plots power as a function of time
across the duration of the sound, and is the
simplest representation of the temporal
pattern of that sound. Figure 13 shows the
spectrogram (A) and the amplitude envelope (B, black line) of a
song sample. The predicted population response to that song
sample is also plotted (Fig. 13B, blue line). Comparison of the
predicted population responses and amplitude envelopes of all 20
songs using cross-correlation showed that the linear population
responses followed the temporal patterns of the songs with a high
degree of accuracy. The mean (*SE) correlation coefficient be-
tween predicted population responses and song amplitude enve-
lopes was 0.75 * 0.015 (Fig. 13D).

To assess the role of stimulus-dependent tuning in the popu-
lation coding of song temporal envelopes, we predicted the re-
sponses of individual cells to song using their ml noise STRFs
rather than their song STRFs, thereby predicting the “stimulus-
independent” population responses to song samples. Results
showed that population coding of the temporal patterns of song
was significantly less accurate using ml noise STRFs than using
song STRFs (Fig. 13). Figure 13C shows the predicted population
response to the song sample in A when the tuning to ml noise was
used to predict the response (red line). This response follows the
amplitude envelope of the song less well than does the response
generated by the song STRFs (compare the red and blue lines with
the black line). The correlation coefficient between the popula-
tion response predicted by the ml noise STRFs (red line) and the
song amplitude envelope (black line) was 0.66. This effect was
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true across all songs. The mean (*SE) cor-
relation coefficient between population
responses predicted by ml noise STRFs
and the song amplitude envelopes was
0.68 = 0.020, significantly lower than the
mean correlation coefficient between song
STRE predicted population responses and
song amplitude envelopes (Fig. 13D) (p <
0.01). Therefore, if neural tuning did not
change between the processing of song
and ml noise (i.e., if song STRFs were the
same as ml noise STRFs), then the popu-
lation of MLd neurons would code the
temporal patterns of songs with signifi-
cantly less accuracy than they do.

The predicted population responses to
song given by song STRFs and by ml noise
STREFs also differed in power. Both the av-
erage power, measured using RMS, and
the peak power were significantly larger in
predicted population responses calculated
with song STRFs than with ml noise
STRFs. This can be seen in the responses
shown in Figure 13 by comparing the blue
line in B with the red line in C. The average
and peak amplitudes are higher in Figure
13B. Figure 13, E and F, shows the quanti-
fication of power for population responses
across all songs. The mean (*£SE) RMS for
predicted responses using song STRFs was
0.85 = 0.009 spikes/ms (Fig. 13E). The
same measure was significantly lower,
0.81 * 0.016 spikes/ms, for predicted re-
sponses to the same songs but using ml
noise STRFs (p < 0.01). Similarly, the
peak amplitude was significantly higher
for responses using song STRFs over re-
sponses using ml noise STRFs (Fig. 13F)
(p <0.001). Peak values were 2.4 = 0.077
and 2.0 = 0.056 spikes/ms for song STRF
and ml noise STRF predicted responses,
respectively. The larger average and peak
power are attributable to the synchroniza-
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song. B, The pPSTH of the predicted response to the sound in A (blue) is plotted with the actual population response to that sound
(orange). These lines are highly correlated. €, The distribution of correlation coefficients (CC) between predicted and actual pPSTHs
for all 20 songs shows that the predicted and actual population responses were similar across stimuli.

tion achieved by stimulus-dependent re-

ceptive field change, which leads to a more

constructive summation of responses in the population code.
The resulting population code has a higher signal-to-noise ratio
than if such changes were absent.

Finally, we determined how well the population responses
predicted using song STRFs versus ml noise STRFs matched the
temporal patterns of songs at each temporal frequency. For this,
we measured the coherence between the song amplitude enve-
lopes and the predicted population responses. Unlike cross-
correlation, coherence compares the similarity between two
waveforms for individual temporal frequencies. Figure 13G
shows that the song STRF responses (blue line) follow the song
amplitude envelope better than do the ml noise STRF responses
(red line) at modulation frequencies of =35 Hz, with signifi-
cantly different coherences at =45 Hz (paired ¢ test; p < 0.05).
This difference in coherence between the two predicted responses
can be attributed to the increases in temporal precision shown in
the STRFs in Figure 7 and quantitatively in Figure 9 and the
increase in synchrony across cells illustrated in Figure 11. Syn-

chrony allows the coding of high-frequency temporal modula-
tions by preventing temporal smearing of the population re-
sponse. Therefore, the changes in linear tuning of individual cells
that lead to population synchrony provide a neural mechanism
for the encoding of the details of the temporal pattern of a song by
a population, potentially providing the information required to
discriminate one song from another.

Discussion

We asked whether linear tuning in single auditory neurons differs
depending on the sounds that they process by comparing the
tuning of single auditory midbrain neurons during the coding of
a socially relevant sound, conspecific song, and a generic sound,
ml noise. We found that auditory tuning is stimulus dependent in
most midbrain neurons; frequency tuning is consistently less se-
lective and temporal tuning is consistently more precise during
the coding of song than during the coding of ml noise. This
changed linear tuning leads to the synchronization of responses
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and ml noise with the same mean spike
rate, response differences between the two
stimuli were demonstrated by differences
in the spectrotemporal tuning of single
neurons. Because different STRFs are
needed to describe the responses to differ-
ent stimulus types, it is clear that the cod-
ing is partially nonlinear (Theunissen et
al., 2000). Nonlinear coding has also been
observed indirectly in cortical neurons,
where neural responses to sound can de-
pend on context (for review, see Nelken,
D 2004). Responses of cat Al neurons to bird

——— Predicted Population
Response w/
Song STRFs

——— Predicted Population
Response w/
Mi-noise STRFs

Song Amplitude
Envelope

o8 calls have been shown to depend strongly
on previous temporal context and back-

0.7 T ground noise (Nelken et al., 1999; Bar-
g Yosef et al., 2002). Such nonlinear coding
would be reflected in the linear coding of a

061 neuron, resulting in STRF differences.
Studying these differences may provide

0.5 insight into the nature of nonlinear

Song Ml noise tuning.

The stimulus-dependent tuning ob-
served here may be attributable to the fol-
lowing: (1) acoustic differences in the
stimuli; song and ml noise drive neurons
from the cochlea to the midbrain differ-
ently, resulting in different midbrain re-
ceptive fields; and/or (2) changes in brain
state based on differences such as social
meaning between the stimuli; song is asso-

0

Song Ml noise Song Ml noise

Figure 13.

0.001; **p < 0.01.

across cells during the coding of song, producing a powerful and
temporally precise population response to song. When a model
of population tuning was generated based on tuning to ml noise,
the responses to song were significantly less precise and lower in
power. Therefore, it is possible that the changes in linear auditory
tuning that occur during song processing facilitate the neural
discrimination of different songs by faithfully reproducing their
unique temporal patterns in the neural code. Below, we discuss
the evidence for such stimulus-dependent linear tuning in other
systems, the potential coding significance of response synchroni-
zation among neurons, and the importance of extracting tempo-
ral information from auditory signals for perception.

Stimulus-dependent changes in linear tuning

Natural or naturalistic stimuli drive auditory neurons particu-
larly well (Rieke et al., 1995; Escabi et al., 2003; Grace et al., 2003;
Hsuetal.,2004). Here, although MLd neurons responded to song

Population synchrony during song processing led to the precise encoding of the temporal patterns in song. A, A
spectrogram of song. B, The pPSTH of the predicted response to the sound in 4 (blue) is plotted with the amplitude envelope of that
sound (black). The response follows the temporal pattern; the lines are highly correlated. €, The pPSTH of the response to the sound
in A modeled by using ml noise STRFs instead of song STRFs for the same cells (red) is plotted with the amplitude envelope of the
sound (black). The lines are less well correlated. D, The mean correlation coefficient (CC) between predicted responses and
amplitude envelopes of songs was significantly higher for responses predicted using song STRFs than for those predicted using ml
noise STRFs. E, The power of the predicted population response was significantly higher with song STRFs than with ml noise STRFs.
F, The mean peak amplitude of responses was also higher for song STRFs. Error bars indicate SE. G, The coherence between
predicted population responses and amplitude envelopes was higher for responses predicted by song STRFs than for responses
predicted by ml noise STRFs, indicating that song STRF responses encode the temporal patterns of songs with more accuracy than
do ml noise STRF responses. The dotted lines show SEs. The two lines differ significantly at 45 Hz ( p << 0.05) and above. ***p <

40 80 120

ciated with arousal and predictably evokes
Frequency (Hz)

behavioral responses, whereas ml noise is
behaviorally arbitrary. Previous studies
have described stimulus-dependent dif-
ferences in receptive field properties in the
mammalian auditory midbrain (Escabi
and Schreiner, 2002; Escabi et al., 2003),
auditory cortex (Valentine and Egger-
mont, 2004), and primary visual cortex
(David et al., 2004; Touryan et al., 2005).
Valentine and Eggermont (2004) found
that STRFs obtained using simple stimuli
were significantly more broadband than
those obtained from the same neurons us-
ing complex stimuli. David et al. (2004)
examined spatiotemporal tuning differences in response to nat-
ural versus synthetic visual stimuli. They found, as we did, that
STRFs obtained using natural stimuli were twice as good at pre-
dicting the actual responses to natural stimuli as the STRFs ob-
tained from the same neurons using synthetic stimuli. Whereas
we found that STRFs obtained using song were more spectrally
broadband but more temporally narrow, they found that STRFs
obtained using natural stimuli had larger inhibitory components
and less precise temporal tuning than the STRFs obtained using
synthetic gratings. These differences indicate that neurons across
sensory systems and organisms may display stimulus-dependent
changes in the spectral/spatial and temporal tuning domains, but
that the nature of those changes is specific to the system. It also
remains to be seen how MLd neurons respond to song stimuli
when birds are awake and/or when songs are embedded in typical
environmental noise (Nelken et al., 1999; Bar-Yosef et al., 2002).

In songbirds, the presentation of song predictably evokes
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states of arousal and aggressive or mating-related behaviors
(Catchpole and Slater, 1995). By comparison, noise-like sounds
are behaviorally neutral. In mammals, experience-dependent
changes in linear auditory tuning properties modeled by STRFs
have been induced by entraining behavioral significance for cer-
tain sounds (Fritz et al., 2003, 2005). It is possible that tuning
differences at the level of the midbrain reflect the differential
activity of connected brain regions based on the behavioral sig-
nificance of the sound (i.e., changes in overall brain state). In this
way, a neural feedback system whose activity is based on the social
importance of a sound could participate in shaping the initial
processing of that sound (Engel et al., 2001). Across taxa, the
auditory midbrain is known to receive descending inputs (Mello
etal., 1998; Winer et al., 1998, 2002; Bajo and Moore, 2005). And
the response properties of auditory midbrain neurons have been
shown to differ depending on cortical activity (Yan and Suga,
1998; Endepols and Walkowiak, 1999, 2000; Ma and Suga, 2001;
Yan and Ehret, 2002).

Stimulus-dependent tuning, population coding, and
ensemble synchrony
The stimulus-dependent tuning revealed by responses to song
and ml noise resulted in synchronous activity across the neuronal
population during the processing of song; receptive fields of in-
dividual neurons overlapped substantially more in both the spec-
tral and temporal domains during song processing than during
ml noise processing. We found two main effects of the increased
synchronicity on the population response. First, the average and
peak amplitude of the population responses to song were greater
than to ml noise. This may increase the probability of firing in
downstream neurons that receive convergent inputs from MLd
neurons, thus efficiently propagating the response and poten-
tially maintaining correlated activity in other brain regions (Les-
tienne, 2001). Second, the response synchrony resulted in a
highly temporally precise population response to song. Thus, the
neuronal population encoded song as a pattern of fluctuations in
instantaneous firing rate over time, creating a neural copy of the
unique temporal pattern of a song. The theoretical population
response to song that we modeled using the ml noise STRFs
showed less synchrony among neurons and therefore had less
power and was temporally smeared, eliminating the firing preci-
sion required to encode the finer temporal information in song.
Population codes, in which neural activity is summed across a
group of neurons, have been successful in predicting perception
and motor behavior. Such codes in motor cortex accurately pre-
dict the direction of limb movements in primates (Amirikian and
Georgopoulos, 1999). In hearing, pooled response patterns have
been used to estimate pitch perception (Cariani and Delgutte,
1996). The temporal profile of the population response of the
auditory nerve has been shown to be invariant for the same
speech utterance under voiced and whispered conditions
(Stevens and Wickesberg, 1999). In insects, auditory receptors
respond synchronously at the onsets of temporally distinct
sounds, producing a neural population response that faithfully
mimics the basic temporal pattern of the stimulus (Mason and
Faure, 2004). Machens et al. (2001) found that using the popula-
tion response of grasshoppers’ auditory receptors increased the
accuracy of temporal encoding over single responses such that
the neural sensitivity to temporal information approached be-
havioral levels. Similarly, our findings suggest that the auditory
midbrain population response could be used to obtain a reliable
representation of the amplitude envelope of a song, which is a
highly informative stimulus parameter (Woolley et al., 2005).
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Population coding as considered by our analyses is only one of
many levels of information that downstream neurons may use to
code sounds. Auditory tuning in songbird primary forebrain
neurons is more complex than that in the midbrain (Woolley et
al., 2005). It is possible that differences in the frequency tuning of
individual STRFs and nonlinear coding properties are empha-
sized in regions “higher” than the midbrain, forming receptive
fields with complex spectrotemporal properties (Woolley et al.,
2005). The activity of subsets of auditory neurons could encode
sound parameters other than temporal structure; postsynaptic
neurons may use synchronized information from MLd neurons
to extract information such as the spectral patterns in songs. How
the correlated activity of multiple neurons plays a role in that
process has been studied in visual (Salinas and Sejnowski, 2001;
Pasupathy and Connor, 2002; Clatworthy et al., 2003; Schnitzer
and Meister, 2003; Kenyon et al., 2004; Samonds et al., 2004; van
der Togt et al., 2006), olfactory (Friedrich and Stopfer, 2001;
Laurent et al., 2001; Friedrich et al., 2004), and auditory neurons
(Wang et al., 1995; Gehr et al., 2000; Bodnar et al., 2001; Wotton
et al., 2004). Several studies have demonstrated that, when neu-
ronal responses are partially correlated (their receptive fields par-
tially overlap), information about the stimulus is gained from the
correlated responses in addition to the independent responses
(Dan et al., 1998; deCharms and Merzenich, 1996). When behav-
ioral discrimination of differences in sensory stimuli exceeds the
dynamic ranges of single neurons, synchronous activity has been
shown to increase the neural sensitivity to stimulus differences
(Samonds et al., 2004). The consensus on what information can
be gained from the coupled activity of groups of neurons is that
considerable increases in sensitivity to stimulus variables such as
spatial/spectral and temporal resolution can be achieved.

Coding temporal information and acoustic communication
Our findings suggest that auditory midbrain neurons create a
neural representation of the temporal patterns of songs. The im-
portance of temporal patterns for animal communication has
been demonstrated in behavioral or psychophysical studies.
Speech that is degraded in the spectral domain but with the cor-
rectamplitude envelopes is surprisingly understandable (Van Ta-
sell etal., 1987; Shannon etal., 1995). Tamarins produce the same
response calls to white noise that is shaped by the amplitude
envelopes of their calls as they give to the natural calls (Ghazanfar
et al,, 2002). Vocal fish and insects also rely heavily on temporal
information for recognizing communication signals, (McKibben
and Bass, 1998, 2001; Ronacher and Hennig, 2004; Talyn and
Dowse, 2004; Jeffery et al., 2005). In songbirds, the temporal
patterns of songs are suspected to be important for the discrimi-
nation and identification of conspecific and individual songs
(Catchpole and Slater, 1995). But little experimental work has
addressed this issue. Population coding of temporal patterns that
characterize natural communication sounds has been demon-
strated in mammals (Wang et al., 1995; Gehr et al., 2000), fish
(Bodnar et al., 2001), birds (Woolley et al., 2005), and grasshop-
pers (Machens et al., 2001). The direct relationship between the
perception of communication sounds and how populations of
neurons represent such sounds remains to be determined.
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